
TOPAZ – PICK MORE OF 
ANYTHING



TOPAZ: REVOLUTIONIZING PARTICLE PICKING IN CRYO-EM

• Background: Cryo-electron microscopy (cryo-EM) is crucial for determining protein 
structures, but manual particle picking is time-consuming and prone to bias.

• Topaz: A particle-picking pipeline using convolutional neural networks (CNNs) 
trained with a positive-unlabeled (PU) learning method.

• Advantages:
• Efficient and accurate, reducing the need for manual effort.
• Capable of detecting challenging particles, including small, non-globular, and asymmetric 

ones.
• Low false-positive rate and minimal need for post-picking curation.

• Key Features: Modular, standalone, free, open-source, and compatible with various 
cryo-EM software suites.

Bepler, T., Morin, A., Rapp, M. et al. Positive-unlabeled convolutional neural networks for particle picking in cryo-electron micrographs. Nat Methods 16, 1153–1160 
(2019). https://doi.org/10.1038/s41592-019-0575-8



PERFORMANCE AND IMPACT OF TOPAZ IN CRYO-EM

• High-Resolution Reconstruction: Topaz enables high-resolution 
reconstructions with fewer false positives and better representation of particle 
views.

• Case Studies: Demonstrated effectiveness on datasets with difficult particles, 
such as the Toll receptor and clustered protocadherin.

• Integration and Efficiency: Appion Relion and CryoSparc. Runs efficiently on 
a single GPU computer.
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OVERVIEW AND INTERFACE(S)



• Input Layer: Represents the features of 
the dataset, with each neuron 
corresponding to one feature.

• Hidden Layers: Multiple layers of 
neurons that process input features, 
learning complex patterns and 
relationships.

• Output Layer: Final layer that provides 
the prediction or classification result, with 
each neuron representing a possible 
output category.

CNN ARCITECTURE

Convolutional neuronal networks are used to analyse multi-dimensional data and present it in human 
readable form. The operate on reducing multidimensionality to a perceivable dimension. 

https://www.tibco.com/reference-center/what-is-a-neural-network

DEMO

https://playground.tensorflow.org/


https://www.ebi.ac.uk/empiar/EMPIAR-10261/

TOPAZ EXAMPLES



TOPAZ ISN’T MAGIC

• What Topaz can do
• Denoise the mics to enhance contrast

• Extract particles using own models

• Get trained on your data

• Extract particles using trained models

• Great on single GPU

• What Topaz can’t do

• Filter particles for you

• Cannot box ptcls, you have to EXTRACT

• MAGIC



TRY IT YOURSELF

https://github.com/tbepler/topaz/blob/master/tutorial/01_quick_start_guide.ipynb

Install it from: https://github.com/tbepler/topaz/blob/master/README.md


